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Motivation

© sebis 3230522 Alexander Fichtl Master Thesis Kick-off Presentation

[Go22] Gordon, R.: Large language models help decipher clinical notes

[Ay23] Ayers, J., Poliak, A., Dredze, M., et al.: Comparing Physician and Artificial Intelligence Chatbot Responses to Patient Questions Posted to a Public Social Media Forum

[Mi23] Microsoft: BioGPT: generative pre-trained transformer for biomedical text generation and mining 

https://news.mit.edu/2022/large-language-models-help-decipher-clinical-notes-1201
https://jamanetwork.com/journals/jamainternalmedicine/article-abstract/2804309
https://twitter.com/MSFTResearch/status/1618647707135918088?s=20


Background: What are KELMs?
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[Wa21a] Wang, R., Tang, D., Duan, N., Wei, Z., Huang, X., Ji, J., Cao, G., Jiang, D., Zhou, M.: K-ADAPTER: Infusing Knowledge into Pre-Trained Models with Adapters 
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https://aclanthology.org/2021.findings-acl.121.pdf


Background: What are KELMs?
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[Lu21] Lu, Q., Dou, D., Nguyen, T.H.: Parameter-Efficient Domain Knowledge Integration from Multiple Sources for Biomedical Pre-trained Language Models
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Medical natural language inference task (NLI):

• Patient Premise: No history of blood clots or DVTs, has never had 
chest pain prior to one week ago

• Hypothesis: Patient has angina

• Correct Classification: Entailment 

• Correct classification more likely if model specifically “knows” that 
angina refers to chest pain

• Approach: For each disease, synonyms and knowledge triplets are 
collected from ontologies/knowledge graphs

• Inject knowledge by some knowledge enhancement technique
(e.g. train adapters via a masked language modeling (MLM) 
objective)

https://aclanthology.org/2021.findings-emnlp.325/


Background: What are KELMs?
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[We21a] Wei, X., Wang, S., Zhang, D., Bhatia, P., Arnold A.: Knowledge Enhanced Pretrained Language Models: A Compreshensive Survey

[Wa21a] Wang, R., Tang, D., Duan, N., Wei, Z., Huang, X., Ji, J., Cao, G., Jiang, D., Zhou, M.: K-ADAPTER: Infusing Knowledge into Pre-Trained Models with Adapters 
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Relevance

• Active research area

• LMs lack knowledge awareness 

• Superior performance over vanilla LMs

Approach Variety

• Input Focused

• Architecture Focused 

• Output Focused

Shortcomings

• Long Training Periods

• Catastrophic forgetting when several knowledge sources are injected

→ Lightweight “Adapters” retain original parameters and enable quick resource 
efficient knowledge injection

https://arxiv.org/pdf/2110.08455.pdf
https://aclanthology.org/2021.findings-acl.121.pdf


Background: What is an Adapter?
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[Pf20a] Pfeiffer, J., Rücklé, A., Poth, C., Kamath, A., Vulić, I., Ruder, S., Cho, K., Gurevych, I.: AdapterHub: A Framework for Adapting Transformers
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https://arxiv.org/abs/2007.07779


Background: What is an Adapter?
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Background: What is an Adapter?
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[Pf20a] Pfeiffer, J., Rücklé, A., Poth, C., Kamath, A., Vulić, I., Ruder, S., Cho, K., Gurevych, I.: AdapterHub: A Framework for Adapting Transformers
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https://arxiv.org/abs/2007.07779


Background: BLURB
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[Gu20] Gu, Y., Tinn, R., Cheng, H., Lucas, M., Usuyama, N., et al.: AdapterHub: Domain-Specific Language Model Pretraining for Biomedical Natural Language Processing

Dataset Task Train Dev Test EvaluationMetrics

BC5-chem NER 5203 5347 5385 F1entity-level

BC5-disease NER 4182 4244 4424 F1entity-level

NCBI-disease NER 5134 787 960 F1entity-level

BC2GM NER 15197 3061 6325 F1entity-level

JNLPBA NER 46750 4551 8662 F1entity-level

EBMPICO PICO 339167 85321 16364 MacroF1word-level

ChemProt RelationExtraction 18035 11268 15745 MicroF1

DDI RelationExtraction 25296 2496 5716 MicroF1

GAD RelationExtraction 4261 535 534 MicroF1

BIOSSES SentenceSimilarity 64 16 20 Pearson

HoC DocumentClassification 1295 186 371 MicroF1

PubMedQA QuestionAnswering 450 50 500 Accuracy

BioASQ QuestionAnswering 670 75 140 Accuracy

Biomedical Language Understanding 

and Reasoning Benchmark

https://paperswithcode.com/paper/domain-specific-language-model-pretraining


• Literature review

• Thesis experiments

Can adapter-based approaches outperform other knowledge 
injection methods in downstream tasks (Blurb, claim verification)?

• Literature review

• Thesis experiments

How does the performance of KELMs in closed domains compare to
open domain performance?

• Thesis experiments

• SciWalker

How do models trained on a private ontology (e.g., OntoChem) 
compare to models trained on public ontologies (e.g., UMLS)?

• Survey and Interviews

• Mini-workshops on knowledge enhancement with adapters

Is there interest in the results of this thesis amongst medical 
professionals and can they make use of biomedical KELMs?

Research Concept: Research Questions
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Research Concept: Experiment Methodology
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Design and Development of Model Training Pipeline

• Recreation of previous work

• Pipeline tweaking

• SciWalker Knowledge Graphs

Model Training

• Common models 
(PubMedBERT, SciBERT, 
BioLinkBERT etc.)

• SciWalker data, UMLS

• V100 Colab and LRZ

Model Evaluation and 
Comparison to Related Work

• Quantitative (Blurb 
benchmark)

• Qualitative probing

• Mini-workshop on 

knowledge enhancement 

with adapters

• Survey and interviews 

with experts about 

relevance of results



Progress
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• KELMs & 
Adapters

• Biomedical NLP

Initial Literature 
Review

• Mixture of 
Partitions

Recreation of related 
work

• OntoChem

• SciWalker

• Metaphactory

Correspondence with 
Digital Sciences 

established

• SciWalker Data

• BioLinkBERT

Prototype for Model 
Training Pipeline

• Completion of 
Pipeline

• Survey/Interview 
process design

Next steps

[Gu20] Meng, Z., Liu, F., Clark, T.H., Shareghi, E., Collier, N.: Mixture-of-Partitions: Infusing Large Biomedical Knowledge Graphs into BERT

https://paperswithcode.com/paper/domain-specific-language-model-pretraining


Timeline
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2023 2023

Literature
Review

Experiments

Validation

Report

Today

Mar Apr May Jun Jul Aug Sep Oct

Thesis Registration
Apr 15

Initial Mar 15 - Apr 15

Systematic Apr 15 - Aug 15

Development of model training pipeline May 1 - Jun 15

Model training Jun 1 - Jul 1

Model evaluation and refinement Jun 1 - Jul 15

Design of survey and interview process Jun 15 - Jul 15

Conduction of survey and interviews with experts Jul 15 - Sep 1

Writing of thesis Aug 15 - Oct 15

Thesis Submission
Oct 15
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Thanks!
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Appendix A: PubMedQA
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[Ji19] Jin,Q., Dhingra, B., Liu, Z., Cohen, W., et al.: PubMedQA: A Dataset for Biomedical Research Question Answering

https://arxiv.org/abs/1909.06146


Appendix B: Transformers
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[Va17] Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., et al.: Attention Is All You Need

https://arxiv.org/abs/1706.03762
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